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Glaucoma is termed as the second most common disease which leads to 

blindness. The main cause of glaucoma is an increase in the pressure of 

fluid present inside an eye. If not detected at embarkation stage, can lead to 

complete vision loss. Early stage detection of glaucoma can decrease the 

risk of blindness and save the vision. In general, there are various texture 

features but in this paper study of the empirical wavelet transform (EWT) 

has been done on fundus images for early detection of glaucoma. 

Quantitative analysis and classification of these features give the cross-

validation accuracy of 98.3% using fivefold. 

 

 

INTRODUCTION

The most frequent causes of blindness are 

Glaucoma. Glaucoma is the damage of 

nerve fibers that leads to the formation of 

small non-seeing areas in field of vision. 

Permanent blindness results when the 

entire nerve is destroyed. This damage is a 

result of intraocular pressure (IOP) or 

aqueous humor proliferation [1, 2]. 

Amount of fluid produced inside an eye, 

produces the amount of fluid that flows out 

of eye thereby keeping pressure within the 

safe range. Increase in this pressure 

damages the optic nerve. Average IOP in 

adults is 16mmHg while the range can be 

defined between 9mmHg to 21mmHg. In 

glaucoma, pressure of the eye increases up 

to 26mm Hg, which can leads to the blur 

in the vision. If the IOP goes above 

30mmHg then the result is vision loss [3]. 

In the detection of Glaucoma at clinical 

level, different tests like Tonometry 

(measure of IOP), Pachymetry (measure of 

central corneal thickness), Gonioscopy 

(inspect of drainage of eye), Opthaloscopy 

(optic nerve head damage evaluation), 

Parimetry(test the visual field of eye) 

etc.[4]. These tests are costly and require 

trained persons. Various authors have 

proposed the different methods to identify 

the Glaucoma disease. Krishnan et al. 

prospective a method to detect the 

glaucoma and achieved the classification 

accuracy of 91.67% using Support Vector 

Machine (SVM) [5].  
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Nyul et al.[6]suggested a method in which 

the pre-processing stage comprises the 

nornalization,  illumination correction, & 

vessel improvement and  generic method 

has been used for the features extraction. 

On the extracted features classification 

classification accuracy is 80% using SVM. 

A method proposed by Bock et al. for 

glaucoma detection (GD),  which uses the 

standard pattern recognition pipeline and 

86% accuracy achieved with  SVM 

classifier[7]. Mookiah et al.[8] determined 

an automatic detection method for GD and  

95% accuracy have been achieved using  

SVM classifier. This is useful for the Early 

GD. Dua et al.[9] proposed a method in 

which energy based feature are used to 

classify the glaucoma and accuracy of this 

method was 93% with SVM and naive 

Bayes classifiers with tenfold validation. A 

method proposed by Beaula et al.[10] 

utilized correntropy features Empirical 

Wavelet Transform(EWT)  with t-test for 

the glaucoma detection and  tenfold cross 

validation accuracy is 96.6% with the LS-

SVM. Patil et al.[11]  proposed a method 

in which cup disk ratio (CDR) for feature 

extraction, and  image filtration and color 

contrast improvement for pre-processing 

have been used  for the GD. Dey et al. [12] 

determined a method for GD in which 

contrast enhancement  and removal of 

noise are used for pre-processing, Principal 

Component Analysis (PCA) for  feature 

extraction and SVM for classification. The 

cross validation accuracy of the method 

proposed by Dey et al. is 96%. Singh et 

al.[13] prospective a method in which the 

97% has been achieved. This method uses 

the pre-processing, feature extraction and 

SVM classifier for the GD. Rest of the 

paper is divided as follows: In Section II 

various steps involved in detection of 

Glaucoma and Normal image have been 

presented, summary of different methods 

discussed in Section III.  The paper has 

concluded in section IV. 

 

MATERIALS AND METHODS 

In this study, the decomposition of the 

fundus glaucoma images has done using 

EWT and then the correntropies of the 

decomposed images have calculated and 

these correntropies were applied for the 

student t-test algorithm subjected to SVM 

classifier. A detail of the studied algorithm 

is shown in Figure 1.  

2.1 Collection of Data: The images [14] 

used for the research of an algorithm was 

collected from the public database, 

“Medical Image Analysis Group”[15]. In 

this database, there are total 455 colour 

fundus images in which 255 are normal 

and remaining 250 are Glaucoma.  

Available images are saved in 24-bit JPEG 

file format at various resolutions. From 

total 455 images, only 50 glaucoma and 50 

normal images is taken for the 

implementation of the method. 

2.2 Pre-Processing Method: Pre-

processing is a term defined for procedure 

with images at the lowest level of 

operation of any method [16]. The main 

objective of pre-processing is enhancement 

of an image data that suppresses unwilling 

distortions or image features important for  

processing, while geometric 

transformation of images are classified 

among pre-processing methods [17]. In 

this paper, 2D channel component, i.e. 

Red, Green, Blue and Gray scale 

components were extracted from the RGB 

3D fundus image.  

2.3 Feature Extraction Method : Feature 

extraction is a process used to transfigure 

recognizable non- detectable and 

detectable features into corresponding 

terminologies[18]. Extraction of basic 

features like spot, edge, wave and ripple 

from the normal or gray level images 

comes under the techniques employed in 

feature extraction method [19].  
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EWT has been used as a wavelet technique 

for the feature extraction because in this 

wavelet transform, filter bank is 

constructed from the detected Fourier 

boundaries obtained from processed 

signal. In this process, no assumptions are 

made about the configuration of the signal 

[20]. The EWT target disintegrated a 

signal / an image on wavelet tight frames 

that are built adaptively [21]. EWT is an 

adaptable because in the analysed signal, 

filter support depends upon the area where 

the information is present. Features of 

empirical wavelet also includes the 

equivalent dilation factors which do not 

follow a set of scheme but are detected 

empirically [22].In EWT, the Fourier 

spectrum range 0 to π is divided into P 

number of parts where divided parts are 

termed as segment. Limit of each segment 

is given by ωp, ranging from ω0 = 0 and ωp 

= π. The transition phase Tp depends upon 

ωp which has width of 2ƭp, where ƭp = a ωp 

for 0 < a < 1 [23]. Empirical wavelets are 

defined on each neighbouring section by 

the constructed filter bank. The empirical 

wavelets ςp(X) and the empirical scaling 

function ξp(X) is described by Eq. (1) and 

Eq. (2) [24]. 

 

(1) 

and  

 

       

     (2) 

where  and  are defined 

by equation (3) and (4) respectively. 

=    (3) 

= 

      (4) 

2D EWT can be classified as: 2D Curvelet 

EWT, 2D Ridgelet EWT,  2D Tensor 

EWT, and 2D Littlewood Paley [25]. In 

this paper, 2D Littlewood Paley EWT is 

used as the image decomposition method. 

i) Algorithm for EWT 2D Little-wood 

Paley: 

      

INPUT: Extracted channel images h(x). 

OUTPUT: Sub-band images Yg
eLWP(n, x). 

       

START 

STEP 1: Calculation of Average Pseudo 

Polar FFT : Compute average Pseudo-

Polar FFT  using Eq. (5) 

 (5) 

Where  is the Pseudo-Polar 

FFT taking average w.r.t. θi in which ith 

Fourier boundary angle ϵ [0,π] and N is the 

number of filter segments.  

STEP 2: Design of Filter bank B : Bank B 

is build by performing Fourier boundaries 

detection on average Pseudo-Polar FFT. 

      (6) 

Where and are filter bank 

parameters. 

STEP 3: Sub band images : Sub band 

images are obtained by passing extracted 

channel image h(x)from filter bank B and 
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Yg
eLWP (n, x) is the sub band images of nth 

EWT Littlewood Paley component. 

END: From the obtained sub-band images, 

correntropy is calculated which has been 

used as the feature for the detection of 

Glaucoma. 

      

ii) Correntropy: Correntropy is a kernel-

based measure of signals those are non-

linearly mapped into a feature space. It 

preserves both temporal and statistical 

information present in the signal. This 

method can also be used to find the 

texture distribution of the processed 

image components [26]. Value of 

kernel in the correntropy reduces to the 

expected value of kernel of choice. The 

kernel, which is extensively used, is 

Gaussian kernel [27]. Gaussian kernel 

was used in the calculation of the 

correntropy value because the 

correntropy estimation is done on the 

finite number of samples, which sets 

subsidiary leap on the kernel size. 

Therefore, by using the Gaussian 

kernel, probability density function 

obtained is smooth in the non-linear 

mapping.  is the Gaussian 

function expressed by Eq. (7). 

 

      (7)                   

Is the size of the kernel used. The 

correntropy value V (s, t)  is represented by 

Eq. (8) : 

 

     (8) 

Number of correntropy features lean on the 

value of Gaussian kernel parameter and in 

the computation of correntropy, the value 

of n is taken as 1. [27] 

2.4  Feature Selection: For the selection 

of the features, student t-test algorithm is 

used. In this algorithm, highest rank value 

is being selected and then used for the 

further classification process. Normal 

Distribution is used for the test [28]. The 

highest values of correntropy features are 

normalized using z-score normalization 

[29]. 

2.5 Classification: The way toward 

gathering the testing into the relating 

classes is known as arrangement of 

dataset. SVM classifier can characterize 

both straight and non-direct order. With 

the assistance of the accessible preparing 

information, it makes the hyper plane 

between the classes which brings about 

great division accomplishment 

instinctively however the sets that are 

accessible to separate are not directly 

distinguishable in the space. In non-direct 

order module, the information is mapped 

from input space to higher dimensional 

element space by utilizing the information, 

which is mapped into the part work [30]. 

The Gaussian spiral work is utilized for 

grouping the information.  

RESULTS AND DISCUSSION 

  For the implementation of the 

method, the data has been collected from 

different databases available that are 

discussed in section 2.1. After the 

collection of images, they are pre 

processed. Figure 2 shows the extracted 

red, green, blue and gray scale channels of 

the Glaucoma image and Normal eye 

image. 

After the pre-processing step, an image 

was subjected to the feature extraction 

where EWT is used as the wavelet 

transform for the decomposition of an 
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image. Figure 3 shows the frequency 

spectrum of the glaucoma and normal 

image. For different images, the frequency 

spectrum is also different.  Figure 4 and 

Figure 5 shows the EWT components of 

gray, red, blue and green channels which 

are obtained for the Glaucoma and Normal 

images respectively. After the pre-

processing step, an image was subjected to 

the feature extraction where EWT is used 

as the wavelet transform for the 

decomposition of an image. Figure 3 

shows the frequency spectrum of the 

glaucoma and normal image. For different 

images, the frequency spectrum is also 

different. Figure 4 and Figure 5 shows the 

EWT components of gray, red, blue and 

green channels which are obtained for the 

Glaucoma and Normal images 

respectively. After calculating EWT 

components, correntropy features were 

computed. These features are levy to t- test 

as a feature selection process. All the t- 

values were placed in the tabular form and 

the values are sorted in the descending 

order. The above six values are selected on 

which classification process is applied. 

Table 1 to Table 4 represents the six 

highest values of correntropy features for 

gray channel, red channel, green channel, 

and blue channel respectively. In table 1 to 

table 4,  cexy is correntropy value of ‘y’ 

image and ‘x’ EWT component. After 

feature selection step, the SVM classifier 

is applied where the cross validation 

accuracy of 98.3% is obtained using 

fivefold. Table 5 represents various 

approaches for GD that is correlated with 

the outcome obtained from aforementioned 

methods. 

 

Figure 1:  Flow chart of the method discussed in the paper for the detection of Glaucoma 



Shruti Jain et al, J. Global Trends Pharm Sci, 2018; 9(3): 5887 - 5897 
 

5892 
 

                   

(a)                                                   (b) 

Figure 2: Gray, Red, Green and Blue channel of the (a) Glaucoma eye image (b) Normal eye 

image 

                                       

(a)                                                   (b) 

 

Figure 3: Frequency Spectrum of Gray, Red, Green and Blue channel of the (a) Glaucoma 

image (b) Normal image  

 

 

Figure 4: EWT components of the Gray, Red, Blue and  Green channel of the Glaucoma 

image. 
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Table1: Correntropy values of Gray channel based on highest t- value. 

Features Normal Glaucoma t value 

ce32 3.95 -0.049 5.73 

ce 56 2.95 -1.68 3.46 

ce 15 2.14 -1.33 2.14 

ce 34 1.72 -1.37 1.75 

ce 45 3.46 -4.27 1.56 

ce 23 2.35 -2.37 0.99 

 

Table 2: Correntropy values of Red channel based on highest t- value. 

Features Normal Glaucoma t value 

ce 31 2.46 -2.44 4.86 

ce 33 1.33 -2.91 4.31 

ce 25 2.65 -0.79 3.18 

ce 13 1.23 -1.27 2.16 

ce 22 2.37 -1.26 2.02 

ce 51 3.26 -1.96 1.56 

 

Table 3: Correntropy values of Green channel based on highest t- value. 

Features Normal Glaucoma t value 

ce 62 2.05 -2.047 3.61 

ce 15 1.09 -1.087 3.01 

ce 46 0.45 -0.47 1.48 

ce 32 1.79 -1.69 1.41 

ce 54 2.37 -1.23 1.21 

ce 21 3.27 -0.23 0.46 

 

Table 4: Correntropy values of Blue channel based on highest t- value. 

Features Normal Glaucoma t value 

ce 25 2.14 -2.01 6.02 

ce 62 2.12 -2.14 3.87 

ce 12 0.53 -0.55 2.06 

ce 36 0.88 0.88 1.03 

ce 52 2.32 -2.32 1.00 

ce 43 1.24 -1.24 0.95 
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Table 5: Comparison of different methods proposed for the detection of Glaucoma 

Authors Methods 
Images 

Number 

Images 

Database 

taken 

Features 

considered 

Classifica

tion 

Method 

Accuracy 

(%) 

Implemented 

work 

Texture features 

based 

Glaucoma:50 

Normal:50 

Publically 

available 

database 

http://medimrg

.webs.ull.es 

Corr-

entropy 

Support 

Vector 

Machine 

98.3 

Krishnan et al 

[5] 

Texture features 

, DWT energy 

and HOS 

features based 

Glaucoma:30 

Normal:30 

Confidential 

data base 

Kasturba 

Medical 

College, 

Manipal, India  

Higher order 

statistics and 

energy 

Support 

Vector 

Machine 

91.6 

Nyul et al [6] - NA - 

Principal 

component 

analysis 

Support 

Vector 

Machine 

80 

Bock et al [7] 
Texture features 

based 
NA - 

Fast Fourier 

transform 

coefficients, 

and  

intensity of 

pixels. 

Support 

Vector 

Machine 

86 

Mookiah et al 

[8] 
NA NA - 

Higher order 

statistics and 

wavelet 

features 

Support 

Vector 

Machine 

95 

Dua et al [9] 
Texture feature 

based 

Glaucoma:30 

Normal:30 

Confidential 

data base 

Kasturba 

Medical 

College, 

Manipal, India  

Energy 

features 

Support 

Vector 

Machine 

93.33 

Beaula et 

al[10] 

Texture feature 

based 
NA - 

Corr-

entropy 

Least 

Square- 

Support 

Vector 

Machine 

96.6 

Patil et al [11] Cup Disk Ratio NA - 
Cup Disk 

Ratio 

Support 

Vector 

Machine 

NA 

Dey et al [12] NA NA - NA 

Support 

Vector 

Machine 

96 

Singh et al 

[13] 
- 

Glaucoma:110 

Normal:110 

Publically 

available 

database  

http://www.tf.f

au.de/ 

Red, Green 

and Blue 

values 

Support 

Vector 

Machine 

97 

http://medimrg.webs.ull.es/
http://medimrg.webs.ull.es/
http://www.tf.fau.de/
http://www.tf.fau.de/
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Figure 5: EWT components of the Gray, Red, Blue and Green channel of the Normal image. 

CONCLUSION 

Glaucoma characterized by neuro 

degeneration of the optic nerve is one of 

the common causes of blindness. 

Restoration of the deteriorated nerve fibers 

of the optic nerve is difficult thus early 

detection and succeeding treatment for 

Glaucoma is necessary to avoid visual 

loss. Early treatment for glaucoma can 

decrease the rate of blindness by about 

50%. This paper presents a method in 

which EWT is used as feature extraction 

technique. Correntropy features are 

extracted and features with the highest t 

values are used for the classification 

process. In this paper we have used SVM 

classifier. The results obtained from the 

implemented method are compared with 

our technique where our method gives the 

highest accuracy of 98.3% using fivefold 

cross validation. It can be bringing down 

to curtain that EWT serves as a potent 

method for early stage detection of 

glaucoma. This paper compares different 

techniques given by different authors. This 

method can be extended for the detection 

of other diseases at early stage like 

Diabetics retinopathy, ovarian cancer and 

Fatty liver detection. 
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